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Lecture 1

1.1. Data and Statistics

Summary

Statistics is the art and science of collecting, analyzimgspnting, and interpreting data. Nearly everyegalstudent
majoring in business or economics is required ke &acourse in statistics.

Data consist of the facts and figures that are coltteted analyzed. Fogcalesof measurement used to obtain data on
a particular variable includeominal, ordinal, interval, andratio. The scale of measurement for a variableoisiinal
when the data use labels or names to identify taibate of an element. The scaleoiglinal if the data demonstrate the
properties of nominal data and the order or ranthefdata is meaningful. The scalénterval if the data demonstrate
the properties of ordinal data and the intervalieen values is expressed in terms of a fixed unih@asure. Finally,
the scale of measurementrtio if the data show all the properties of intervatadand the ratio of two values is
meaningful.

For purposes of statistical analysis, data candssified agjualitative or quantitative. Qualitative data use labels or
names to identify an attribute of each element.lifatize data use either the nominal or ordinallsecd measurement
and may be nonnumeric or numer@uantitative data are numeric values that indicate how muchaow many.
Quantitative data use either the interval or ratiale of measurement. Ordinary arithmetic operatame meaningful
only if the data are quantitative. Therefore, statal computations used for quantitative datanatealways appropriate
for qualitative data.

In Sections 1.4 and 1.5 we introduced the topicdestriptive statistics and statistical infererigescriptive statistics
are the tabular, graphical, and numerical metheésl to summarize data. The process of statistifeldance uses data
obtained from aampleto make estimates or test hypotheses about thaatkéastics of gopulation. In the last sec-
tion of the chapter we noted that computers fatdistatistical analysis. The larger data setsaowed in Excel files.
Glossary

Statistics The art and science of collecting, analyzing, pnéag, and interpreting data.

Data The facts and figures collected, analyzed, and sanzed for presentation and interpretation.

Data setAll the data collected in a particular study.

ElementsThe entities on which data are collected.

Variable A characteristic of interest for the elements.

Observation The set of measurements obtained for a particiganent.

Nominal scaleThe scale of measurement for a variable when thee wke labels or names to identify an attributarof
element. Nominal data may be nonnumeric or numeric.

Ordinal scale The scale of measurement for a variable if the daltébit the properties of nominal data and thecoxt
rank of the data is meaningful. Ordinal data maytenumeric or numeric.

Interval scale The scale of measurement for a variable if the dataonstrate the properties of ordinal data and the
interval between values is expressed in termsfiaed unit of measure. Interval data are always et

Ratio scaleThe scale of measurement for a variable if the dataonstrate all the properties of interval datd e
ratio of two values is meaningful. Ratio data dmsgs numeric.

Qualitative data Labels or names used to identify an attribute cheglement. Qualitative data use either the nominal
or ordinal scale of measurement and may be nonnamenumeric.

Quantitative data Numeric values that indicate how much or how mahgamething. Quantitative data are obtained
using either the interval or ratio scale of measumet.

Qualitative variable A variable with qualitative data.

Quantitative variable A variable with quantitative data.

Cross-sectional dataData collected at the same or approximately theegammt in time.
Time series dataData collected over several time periods.

Descriptive statisticsTabular, graphical, and numerical summaries of.data
Population The set of all elements of interest in a particstady.

SampleA subset of the population.

CensusA survey to collect data on the entire population.

Sample surveyA survey to collect data on a sample.

Statistical inferenceThe process of using data obtained from a sampteatke estimates or test hypotheses about the
characteristics of a population.
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1.2. Descriptive Statistics:
Tabular and Graphical Presentation

Summary

A set of data, even if modest in size, is ofterficlift to interpret directly in the form in which is gathered. Tabular
and graphical methods provide procedures for orjjagniand summarizing data so that patterns areategeand the
data are more easily interpreted.

Frequency distributions, relative frequency distributions, percent frequency distributions bar graphs, andpie
charts were presented as tabular and graphical procefturesmmarizing qualitative data.

Frequency distributions, relative frequency distributions, percent frequency distributions histograms
cumulative frequency distributions, cumulative relative frequency distributions, cumulative percent frequency
distributions, andogiveswere presented as ways of summarizing quantitatia.

A stem-and-leaf displayprovides an exploratory data analysis techniqaé ¢hn be used to summarize quantitative
data.

Crosstabulation was presented as a tabular method for summarigtayfor two variables.

The scatter diagram was introduced as a graphical method for showhegrelationship between two quantitative
variables. Figure 2.9 shows the tabular and graphiethods presented in this chapter.

With large data sets, computer software packagesssential in constructing tabular and graphigairearies of data.
Excelcan be used for this purpose.

FIGURE.1 TABULAR AND GRAPHICAL METHODS FOR SUMMARING DATA
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Glossary
Qualitative data Labels or names used to identify categories ofitims.
Quantitative data Numerical values that indicate how much or how many

Frequency distribution A tabular summary of data showing the number (feegy) of! items in each of several
nonoverlapping classes.

Relative frequency distribution A tabular summary of data showing the fraction mportion of data items in each of
several nonoverlapping classes.

Percent frequency distribution A tabular summary of data showing the percentagétenfis in each of several
nonoverlapping classes.

Bar graph A graphical device for depicting qualitative dataatt have been summarized in a frequency, relative
frequency, or percent frequency distribution.

Pie chart A graphical device for presenting data summariegthan subdivision of a circle into sectors thatespond
to the relative frequency for each class.

Class midpoint The value halfway between the lower and upper diats.

Histogram A graphical presentation of a frequency distributicelative frequency distribution, or percent fregcy
distribution of quantitative data constructed bgqihg the class intervals on the horizontal axid tire frequencies,
relative frequencies, or percent frequencies orvéngcal axis.

Cumulative frequency distribution A tabular summary of quantitative data showingnhbenber of items with values
less than or equal to the upper class limit of edabs.

Cumulative relative frequency distribution A tabular summary of quantitative data showing fraction or
proportion of items with values less than or eqaahe upper class limit of each class.

Cumulative percent frequency distribution A tabular summary of quantitative data showing fgkecentage of items
with values less than or equal to the upper class of each class.

Ogive A graph of a cumulative distribution.
Exploratory data analysisMethods that use simple arithmetic and easy-to-dpaphs to summarize data quickly.
Dot plot A graphical device that summarizes data by the rmurabdots above each data value on the horizantal

Stem-and-leaf displayAn exploratory data analysis technique that sinmétausly rank orders quantitative data and
provides insight about the shape of the distributio

Crosstabulation A tabular summary of data for two variables. Thessks for one variable are represented by the rows;
the classes for the other variable are represdmtéioe columns.

Simpson's paradoxConclusions drawn from two or more separate crbs&tions that can be reversed when the data
are aggregated into a single crosstabulation.

Scatter diagram A graphical presentation of the relationship betwe®o quantitative variables. One variable is shown
on the horizontal axis and the other variable @shon the vertical axis.

Trendline A line that provides an approximation of the redaship between two variables.

Key Formulas

Relative Frequency
Frequency of the class

n

(1.1)

Approximate Class Width
Largest data value— Smallest data value

Number of classes

(1.2)
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1.3. Descriptive Statistics: Numerical Measures

Summary

In this lecture we introduced seveddscriptive statisticsthat can be used to summarize the location, viéitigland

shape of a data distribution. Unlike the tabulad amaphical procedures introduced in Chapter 2, rif@asures
introduced in this chapter summarize the datarimd¢eof numerical values. When the numerical vahl#ained are for
a sample, they are called sample statistics. Whemumerical values obtained are for a populatioay are called
population parameters. Some of the notation useddmple statistics and population parametersvio(lo statistical
inference, the sample statistic is referred tdhagbint estimator of the population parameter).

Sample Statistic Population Parameter

Mean Xorm H
Proportion p V4
Variance g2 o2
Standard deviation S g
Covariance

Sy Oy
Correlation

My Py

As measures of central location, we definedrttean, median, andmode Then the concept of percentiles was used to
describe other locations in the data set. Next,pnesented theange, interquartile range, variance, standard
deviation, andcoefficient of variation as measures of variability or dispersion. Our priyrmeasure of the shape of a
data distribution was thekewness Negative values indicate a data distribution sd@wo the left. Positive values
indicate a data distribution skewed to the right Wen described how the mean and standard devietiald be used,
applying Chebyshev's theorem and the empirical tal@rovide more information about the distribatiof data and to
identify outliers.

In Section 3.4 we showed how to develop a five-nemdummary and box plot to provide simultaneous information
about the location, variability, and shape of thstribution. In Section 3.5 we introducezmbvariance and the
correlation coefficient as measures of association between two variabilethe final section, we showed how to
compute aveighted meanand how to calculate a mean, variance, and stdrbtasiation forgrouped data

Glossary

Sample statisticA numerical value used as a summary measure $ample (e.g., the sample meaf, the sample
variance&’, and the sample standard deviatig)n,

Population parameter A numerical value used as a summary measure fpapalation (e.g., the population mean,
the population variancer?, and the population standard deviatiop,

Point estimator The sample statistic, such a6, s, ands, when used to estimate the corresponding populatio
parameter.

Mean A measure of central location computed by sumnttiegdata values and dividing by the number of olzems.

Median A measure of central location provided by the gailu the middle when the data are arranged in agogn
order.

Mode A measure of location, defined as the value thatics with greatest frequency.

Percentile A value such that at least p percent of the olaems are less than or equal to this value aniéast
(100- p) percent of the observations are greater thagjaaldo this value. The 50th percentile is the raedi

Quartiles The 25th, 50th, and 75th percentiles, referredstohe first quartile, the second quartile (mediany third
quartile, respectively. The quartiles can be usedlivide a data set into four parts, with each pamtaining
approximately 25% of the data.

RangeA measure of variability, defined to be the latgedue minus the smallest value.

Interquartile range (IQR) A measure of variability, defined to be the diffiece between the third and first quartiles.
Variance A measure of variability based on the squaredal®ris of the data values about the mean.

Standard deviation A measure of variability computed by taking thesifige square root of the variance.

Coefficient of variation A measure of relative variability computed by divig the standard deviation by the mean and
multiplying by 100.

SkewnessA measure of the shape of a data distribution.aDsewed to the left result in negative skewness; a
I. 4
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symmetric data distribution results in zero skevgnasd data skewed to the right result in posgkewness.

z-scoreA value computed by dividing the deviation abde tneanx; — X ) by the standard deviation s. A z-score is
referred to as a standardized value and denotasuthber of standard deviatiords from the mean.

Chebyshev's theoremA theorem that can be used to make statementg #improportion of data values that must be
within a specified number of standard deviationthef meanAt least (1— 1#) of the data must be withinz standard
deviations from the mean, wherez— any value > 1.

Empirical rule A rule that can be used to compute the percerghdata values that must be within one, two, amdeh
standard deviations of the mean for data that éxhibell-shaped distribution.

Outlier An unusually small or unusually large data value.

Five-number summary An exploratory data analysis technique that usesrfumbers to summarize the data: smallest
value, first quartile, median, third quartile, dacgest value.

Box plot A graphical summary of data based on a five-nurshermary.

Covariance A measure of linear association between two véglPositive values indicate a positive relatigmsh
negative values indicate a negative relationship.

Correlation coefficient A measure of linear association between two véegathat takes on values between -1 and +1.
Values near +1 indicate a strong positive linedatienship, values near -1 indicate a strong nggatinear
relationship; and values near zero indicate thie ddi@ linear relationship.

Weighted meanThe mean obtained by assigning each observatiggight that reflects its importance.

Grouped data Data available in class intervals as summarize isequency distribution. Individual values of the
original data are not available..

Key formulas
Sample Mean

x|
1

2% (1.3)

n
Population Mean
D%
== 1.4
H== (1.4)
Sample proportion
()g :true)
Interquartile Range
IQR=Q,-Q, (1.6)
Population Variance
_ 2
o? = Z(XiN ,U) (1.7)
Sample Variance
—\2
§=Zk:ﬁ- (1.8)
n-1
Standard Deviation
Sample standard deviation = s= \/s_2 (1.9)
Population standard deviation = g =+ o (1.10)
Coefficient of Variation
[Standard deviation ><100j% (1.11)
Mean
Skewness of the sample data
—\3
n X =X
Skewness = 1.12
== .12
z-Score
z =57 (1.13)




Sample Covariance

- Z(K ‘;(Xyi —Y/)
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Sy o (1.14)
Population Covariance ( )
DR
Oy = I\Xl — (1.15)
Pearson Product Moment Correlation Coefficient: flarbata
SXY
My =—— (1.16)
S:S,
Pearson Product Moment Correlation Coefficient: (Raion Data
JX)’
Py = (1.17)
0.0,
Weighted Mean
_ W, X
X = Z X (1.18)
W
Sample Mean for Grouped Data
- M
X = (1.19)
n
Sample Variance for Grouped Data
—\2
f,{M, —x
e
Population Mean for Grouped Data
> M,
U= N (1.21)
Population Variance for Grouped Data
f.(M, - u)
D) '(N' ) (1.22)

Lecture supplementary material

Suppose that a college placement office sent atiQuesire to a sample of graduates requesting nmdgion on

monthly starting salaries. Table 1.1 shows the

TABLE 1.1 MONTHLY STARTING SALARIES FOR A SAMPLE © 12 GRADUATES

Graduate 1 2 3 4 5 6 7 8 9 10 11 12
2:2;3% 2850 2950 3050 2880 2755 2710 2890 3130 2940 3325 920 2 2880
2710 2755 2850 | 2880 2880 2890 2920 2940 2950 3050 1303 3325
Q,=2865 Q=2905 Q=3000
(Median)

FIGURE 3.5 BOX PLOT OF THE STARTING SALARY DATA WITH LINES SHOWING

THE LOWER AND UPPER LIMITS
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NOTE: other variants of calculation of "whiskersist!




