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6.1. Hypothesis Tests

Summary

Hypothesis testing is a statistical procedure tisas sample data to determine whether a stateineut the value of a
population parameter should or should not be regecihe hypotheses are two competing statements algopulation
parameter. One statement is called the null hygighé) and the other statement is called the alterndtjymthesis
(Ha)- We provided guidelines for developing hypothdsedhree situations frequently encountered ircfica.

Whenever historical data or other information pded a basis for assuming that the population stdndiaviation is
known, the hypothesis testing procedure is basetherstandard normal distribution. Whenewers unknown, the
sample standard deviati@ris used to estimate and the hypothesis testing procedure is basedestadistribution. In

both cases, the quality of results depends on th@hHorm of the population distribution and the p#nsize. If the
population has a normal distribution, both hypoithéssting procedures are applicable, even withlssample sizes. If
the population is not normally distributed, largample sizes are needed. In the case of hypottestis about a
population proportion, the hypothesis testing pdure uses a test statistic based on the standamthhdistribution.

In all cases, the value of the test statistic caruged to compute a p-value for the tésp-value is a probability,
computed using the test statistic, that measuresstipport (or lack of support) provided by the senfpr the null
hypothesis. If thep-value is less than or equal to the level of sigaificea, the null hypothesis can be rejected.
Hypothesis testing conclusions can also be madeobyparing the value of the test statistic to aicaitvalue. For
lower tail tests, the null hypothesis is rejectethé value of the test statistic is less thanaquat to the critical value.
For upper tail tests, the null hypothesis is rejddf the value of the test statistic is greatantlor equal to the critical
value. Two-tailed tests consist of two critical wed: one in the lower tail of the sampling disttiba and one in the
upper tail. In this case, the null hypothesis jscted if the value of the test statistic is léssntor equal to the critical
value in the lower tail or greater than or equahi critical value in the upper tail.

Extensions of hypothesis testing procedures taidehn analysis of the Type Il error were alsogmedd. We showed
how to compute the probability of making a Typeitor. We showed how to determine a sample sizewttlacontrol
for both the probability of making a Type | errovdaa Type Il error.

Glossary

Null hypothesis. The hypothesis tentatively assumed true in the thgsis testing procedure.

Alternative hypothesis. The hypothesis concluded to be true if the nulldifipsis is rejected

Typel error. The error of rejectingf, when it is true.

Typell error. The error of accepting, when it is false.

Level of significance. The probability of making a Type | error when thél lypothesis is true as an equality.

One-tailed test. A hypothesis test in which rejection of the nulpbyhesis occurs for values of the test statistioria
tail of its sampling distribution.

Test statistic. A statistic whose value helps determine whetharlbhypothesis can be rejected

p-value. A probability, computed using the test statisti@ttmeasures the support (or lack of support) gdexviby the
sample for the null hypothesis. For a lower tadttdhe p-value is the probability of obtaining @ue for the test
statistic at least as small as that provided bysthraple. For an upper tail test, the p-value igptiobability of obtaining
a value for the test statistic at least as largéhas provided by the sample. For a two-tailed, tdst pvalue is the
probability of obtaining a value for the test ftiéi at least as unlikely as that provided by timasle.

Critical value. A value that is compared with the test statistidétermine whethdt, should be rejected.

Two-tailed test. A hypothesis test in which rejection of thl hypothesis occurs for values of the test diatia either
tail of its sampling distributiorPower The probability of correctly rejecting, when it is false.

Power curve. A graph of the probability of rejectirid, for all possible values of the population parametet
satisfying the null hypothesis. The power curvevftes the probability of correctly rejecting thelrypothesis.

Key formulas
Test Statistic for Hypothesis Tests About a Poputatean:ogKnown

e 1)

Test Statistic for Hypothesis Tests About a PojutatMean:o Unknown
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t= 6.2
I (6.2)
Test Statistic for Hypothesis Tests About a PopartaProportion
z=_ P" P (6.3)
Po (1~ Po)
n
Sample Size for a One-Tailed Hypothesis Test AlboRbpulation Mean
+ 2
7 Zﬂ)z‘j (6.4)
(ko= 1)
in a two-tailed test, replaag with z,,-
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Table 1. Errors and correct conclusions in hypathesting
Population condition
. HoTrue Hatrue
Conclusion i
Accept Hg Correct conclusion Type Il Error
Reect Hg Type | Error Correct conclusion

Table 2. Summary of hypothesis test about a popualameanio known case

Lower Tail Test Upper Tail Test Two-Tailed Test
Hypotheses Ho: =t Ho: U< 1y Ho: 4=t
Hot <y Hotu> phy Hotu#
Test Statistic Z:M z:ﬂ z:ﬂ
a/vn a/n a/n
Rejection Rule: Reject Hif Reject Hif Reject Hif
p-Value Approach p-valuea p-value<a p-value<a
Rejection Rule: Reject Hif Reject Hif Reject Hif
Critical Value Approach 7<-74 7>7, z< "%y, orif z= Zy,

Table 3. Summary of hypothesis test about a popualaean:o unknown case

Lower Tail Test Upper Tail Test Two-Tailed Test
Hypotheses Ho: =y, Ho: < 14, Ho: 4=t
Hat < ity Hot >ty Hot i # thy
Test Statistic t:R—,uo t:i—,uo t:i—,uo
s/vn s'vn s'vn
Rejection Rule: Reject Hif Reject Hif Reject Hif
p-Value Approach p-valuea p-value<a p-value<a
Rejection Rule: Reject Hif Reject Hif Reject Hif
Critical Value Approach t<-t, t>ty t< —t% or if tzt%

Table 4. Summary of hypothesis test about a populg@troportion

VI. 2




Lecture 6

Lower Tail Test Upper Tail Test Two-Tailed Test
Hypotheses Ho:pzpy Ho:p<p, Ho:p=pp
H.:p<p H.:p>p H.:p# p
Test Statistic 7= P- P 2= P- P 2= P- P
Py (1_ po) po(l_ po) po(l_ po)
n n n
Rejection Rule: Reject Hif Reject Hif Reject Hif
p-Value Approach p-valuesa p-valuesa p-value<a
Rejection Rule: Reject Hif Reject Hif Reject Hif
Critical Value Approach Z<-2, 227, 25 -2, Of if z> Zy

6.2. Statistical Inference about Means and Proportions with
Two Populations

Summary

In this lecture we discussed procedures for dewadpimterval estimates and conducting hypothesitstavolving two
populations. First, we showed how to make inferenabout the difference between two population meansn
independent simple random samples are selected.fildteconsidered the case where the population dstiah
deviations,o; and g,, could be assumed known. The standard normalildistsn z was used to develop the interval
estimate and served as the test statistic for lhgstg tests. We then considered the case whepothdation standard
deviations were unknown and estimated by the sastpledard deviationg ands,. In this case, thédistribution was
used to develop the interval estimate and serveldeatest statistic for hypothesis tests.

Inferences about the difference between two pojpulaneans were then discussed for the matched saagign. In
the matched sample design each element providesrafpdata values, one from each population. Tiierénce

between the paired data values is then used istéhistical analysis. The matched sample desigenerally preferred
to the independent sample design because the ndaseineple procedure often improves the precisich@gstimate.

Finally, interval estimation and hypothesis testimgout the difference between two population propoes were
discussed. Statistical procedures for analyzingdifference between two population proportions sirailar to the
procedures for analyzing the difference betweengaulation means.

Glossary

Independent samples Samples selected from two populations in such ativalthe elements making up one sample
are chosen independently of the elements makirtbaipther sample.

Matched samples Samples in which each data value of one sampletstrad with a corresponding data value of the
other sample.

Pooled estimator of p An estimator of a population proportion obtaineddoynputing a weighted average of the point
estimators obtained from two independent samples.

Key formulas
Point Estimator of the Difference Between Two Pagioh Means

X X, (6.5)

(02 o2
Oz %, = L] (6.6)
1 2 rll n2

Internal Estimate of the Difference Between Iwo BHlapon Meanso; and g, known

X% =% %2, nl+nZ (6.7)
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Test Statistic for Hypothesis Tests Abgut- /4: 01 and g; known
7= ()_(1_)_(2)_[)0 (68)
LT
n m
Interval Estimate of the Difference Between Two #Hapon Meanso; and o> unknown

%-xit, | S
=%ty 0 + o (6.9)
Degrees of freedom for thédistribution Using Two Independent Random Sample

]
df = LS (6.10)

2 2
1(s), 1 (s
n -1 n n, —1{ n,

Test Statistic for Hypothesis Tests abput(s: 0 and o> Unknown

(=(B-%)-D, (6.11)
EiE
n m
Test Statistic for Hypothesis Tests Involving MadiSamples
— a_lud
t= 6.12
S/ (6.12)
Point Estimate of the Difference Between Two PojpaiaProportions
=P (6.13)
Standard Error gb, — p
b, :\/ pl(l_ pl) + pz(l_ pz) (614)
n n,
Interval Estimate of the Difference Between Two #apon Proportions
BBtz \/rnl(l—ﬁl) ,P.0-D) (6.15)
2 n n,
Standard Error gb, — p Whenp, =p2=p
1_
O, J (- r{%} (6.16)
Pooled Estimator g Whenp; =p,=p
5= PP,
p —y (6.17)
Test Statistic for Hypothesis Tests Abpuyt-p,
S (2 ) (6.18)

\/ﬁ(l-ﬁ)(1+1]
n n
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