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Lecture 5 

5.1. Sampling and Sampling Distribution 

Summary 
In this lecture we presented the concepts of simple random sampling and sampling distributions. We demonstrated how 
a simple random sample can be selected and how the data collected for the sample can be used to develop point 
estimates of population parameters Because different simple random samples provide different values for the point 
estimators, point estimators such as x  and p  are random variables. The probability distribution of such a random 

variable is called a sampling distribution. In particular, we described the sampling distributions of the sample mean x  
and the sample proportion p . 

In considering the characteristics of the sampling distributions of x  and p , we stated that µ=)(xE  and ppE =)( . 

After developing the standard deviation or standard error formulas for these estimators, we described the conditions 
necessary for the sampling distributions of x  and p  to follow a normal distribution. Other sampling methods including 

stratified random sampling, cluster sampling, systematic sampling, convenience sampling, and judgment sampling were 
discussed. 

Glossary 
Parameter A numerical characteristic of a population, such as a population mean µ, a population standard deviation σ, 
a population proportion p, and so on.  

Simple random sampling Finite population: a sample selected such that each possible sample of size n has the same 
probability of being selected. Infinite population: a sample selected such that each element comes from the same 
population and the elements are selected independently. 
Sampling without replacement Once an element has been included in the sample, it is removed from the population 
and cannot be selected a second time. 
Sampling with replacement Once an element has been included in the sample, it is re turned to the population. A 
previously selected element can be selected again and therefore, may appear in the sample more than once. 
Sample statistic A sample characteristic, such as a sample mean x , a sample standard deviation s, a sample proportion 
p , and so on. The value of the sample statistic is used to estimate the value of the corresponding population parameter. 

Point estimator The sample statistic, such as x , s, or p , that provides the point estimation the population parameter. 

Point estimate The value of a point estimator used in a particular instance as an estimate of a population parameter. 

Sampling distribution A probability distribution consisting of all possible values of a sample statistic. 

Unbiased A property of a point estimator that is present when the expected value of the point estimator is equal to the 
population parameter it estimates. 

Finite population correction factor The term 
1−

−
N

nN
 that is used in the formulas for σx and σp whenever a finite 

population, rather than an infinite population, is being sampled. The generally accepted rule of thumb is to ignore the 

finite population correction factor whenever 05.0≤
N

n
. 

Standard error The standard deviation of a point estimator. 

Central limit theorem A theorem that enables one to use the normal probability distribution to approximate the 
sampling distribution of x whenever the sample size is large. 

Relative efficiency Given two unbiased point estimators of the same population parameter, the point estimator with the 
smaller standard deviation is more efficient. 

Consistency A property of a point estimator that is present whenever larger sample sizes tend to provide point estimates 
closer to the population parameter.  

Stratified random sampling A probability sampling method in which the population is first divided into strata and a 
simple random sample is then taken from each stratum.  

Cluster sampling A probability sampling method in which the population is first divided into clusters and then a 
simple random sample of the clusters is taken.  

Systematic sampling A probability sampling method in which we randomly select one of the first k elements and then 
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select every k-th element thereafter. 

Convenience sampling A nonprobability method of sampling whereby elements are selected for the sample on the 
basis of convenience. 

Judgment sampling A nonprobability method of sampling whereby elements are selected for the sample based on the 
judgment of the person doing the study. 

Key formulas 
Expected (mean) Value of x  

µ=)(xE       (5.1) 

Standard Deviation of x  (Standard Error) 

Finite Population Infinite Population 










−
−=

nN

nN
x

σσ
1

 
n

x

σσ =  (5.2) 

Expected Value of p  

ppE =)(       (5.3) 

Standard Deviation of p  (Standard Error) 
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5.2. Interval Estimation 

Summary 
In this lecture we considered methods for developing interval estimates of a population mean and a population 
proportion. A point estimator may or may not provide a good estimate of a population parameter. The use of an interval 
estimate provides a measure of the precision of an estimate. Both the interval estimate of the population mean and the 
population proportion are of the form: point estimate ± margin of error. 

We presented interval estimates for a population mean for two cases. In the σ known case, historical data or other 
information is used to develop an estimate of σ prior to taking a sample. Analysis of new sample data then proceeds 
based on the assumption that σ is known. In the σ unknown case, the sample data are used to estimate both the 
population mean and the population standard deviation. The final choice of which interval estimation procedure to use 
depends upon the analyst's understanding of which method provides the best estimate of σ. 

In the σ known case, the interval estimation procedure is based on the assumed value of σ and the use of the standard 
normal distribution. In the σ unknown case, the interval estimation procedure uses the sample standard deviation s and 
the t distribution. In both cases the quality of the interval estimates obtained depends on the distribution of the 
population and the sample size. If the population is normally distributed the interval estimates will be exact in both 
cases, even for small sample sizes. If the population is not normally distributed, the interval estimates obtained will be 
approximate. Larger sample sizes will provide better approximations, but the more highly skewed the population is, the 
larger the sample size needs to be to obtain a good approximation. 

The general form of the interval estimate for a population proportion is p  ± margin of error. In practice the sample 

sizes used for interval estimates of a population proportion are generally large. Thus, the interval estimation procedure 
is based on the standard normal distribution. 

Glossary 
Interval estimate An estimate of a population parameter that provides an interval believed to contain the value of the 
parameter. For the interval estimates in this chapter, it has the form: point estimate ± margin of error.  

Margin of error The ± value added to and subtracted from a point estimate in order to develop an interval estimate of a 
population parameter. 
σσσσ known The condition existing when historical data or other information provides a good value for the population 
standard deviation prior to taking a sample. The interval estimation procedure uses this known value of о in computing 
the margin of error. 
σσσσ unknown The condition existing when no good basis exists for estimating the population standard deviation prior to 
taking the sample. The interval estimation procedure uses the sample standard deviation s in computing the margin of 
error. 
Confidence level The confidence associated with an interval estimate. For example, if an interval estimation procedure 
provides intervals such that 95% of the intervals formed using the procedure will include the population parameter, the 
interval estimate is said to be constructed at the 95% confidence level. 
Confidence coefficient The confidence level expressed as a decimal value. For example, .95 is the confidence 
coefficient for a 95% confidence level.  

Confidence interval Another name for an interval estimate. 

t distribution A family of probability distributions that can be used to develop an interval estimate of a population 
mean whenever the population standard deviation о is unknown and is estimated by the sample standard deviation s. 

Degrees of freedom A parameter of the t distribution. When the t distribution is used in the computation of an interval 
estimate of a population mean, the appropriate t distribution has n — 1 degrees of freedom, where n is the size of the 
simple random sample. 

Key formulas 

Interval Estimate of a Population Mean: σ Known 
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Interval Estimate of a Population Mean: σ Unknown 
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Sample Size for an Interval Estimate of a Population Mean 
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Internal Estimate of a Population Proportion 
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Sample Size for an Interval Estimate of a Population Proportion 
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Figure. Summary of internal estimation procedures for a population mean 
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