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Lecture 8 

8.1. Inferences about Population Variances 

Summary 
In this lecture we presented statistical procedures that can be used to make inferences aboul population variances. In the 
process we introduced two new probability distributions: the chi-square distribution and the F distribution. The chi-
square distribution can be used as the basis for interval estimation and hypothesis tests about the variance of a normal 
population  

We illustrated the use of the F distribution in hypothesis tests about the variances of the normal populations. In 
particular, we showed that with independent simple random samples of sizes nx and n2 selected from two normal 
populations with equal variances σ = σ, the sampling distribution of the ratio of the two sample variances s2/s2 has an 
F distribution with n1 – 1 degrees of freedom for the numerator and n2 — 1 degrees of freedom for the denominator. 

Inferences about the difference between two population means were then discussed for the matched sample design. In 
the matched sample design each element provides a pair of data values, one from each population. The difference 
between the paired data values is then used in the statistical analysis. The matched sample design is generally preferred 
to the independent sample design because the matched-sample procedure often improves the precision of the estimate. 

Finally, interval estimation and hypothesis testing about the difference between two population proportions were 
discussed. Statistical procedures for analyzing the difference between two population proportions are similar to the 
procedures for analyzing the difference between two population means.  

Key formulas 

Interval Estimate of a Population Variance 
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Test Statistic for Hypothesis Tests about a Population Variance 
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Test Statistic for Hypothesis Tests about Population Variances with σ1
2 = σ2
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Table . Summary of hypothesis test about a population variance 

 Lower Tail Test Upper Tail Test Two-Tailed Test 
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Rejection Rule: 

p-Value Approach 

Reject H0 if  

p-value≤α 

Reject H0 if  

p-value≤α 

Reject H0 if  

p-value≤α 

Rejection Rule: 

Critical Value Approach 
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Table . Summary of hypothesis tests about two population variances 

 Upper Tail Test Two-Tailed Test 

Hypotheses 2
2
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2
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Note: Population I has the lager sample variance 
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Rejection Rule: 

p-Value Approach 

Reject H0 if  

p-value≤α 

Reject H0 if  

p-value≤α 

Rejection Rule: 

Critical Value Approach 

Reject H0 if αFF ≥  Reject H0 if αFF ≥  
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8.2. Tests of Goodness of Fit and Independence 

Summary 
In this lecture we introduced the goodness of fit test and the test of independence, both of which are based on the use of 
the chi-square distribution. The purpose of the goodness of fit test is to determine whether a hypothesized probability 
distribution can be used as a model for a particular population of interest. The computations for conducting the 
goodness of fit test involve comparing observed frequencies from a sample with expected frequencies when the 
hypothesized probability distribution is assumed true. A chi-square distribution is used to determine whether the 
differences between observed and expected frequencies are large enough to reject the hypothesized probability dis-
tribution. We illustrated the goodness of fit test for multinomial, Poisson, and normal distributions. 

A test of independence for two variables is an extension of the methodology employed in the goodness of fit test for a 
multinomial population. A contingency table is used to determine the observed and expected frequencies. Then a chi-
square value is computed. Large chi-square values, caused by large differences between observed and expected 
frequencies, lead to the rejection of the null hypothesis of independence. 

Glossary 
Multinomial population A population in which each element is assigned to one and only one of several categories. The 
multinomial distribution extends the binomial distribution from two to three or more outcomes. 

Goodness of fit test A statistical test conducted to determine whether to reject a hypothesized probability distribution 
for a population. 

Contingency table A table used to summarize observed and expected frequencies for a test of independence. 

Key formulas 
Test Statistic for Goodness of Fit 
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Expected Frequencies for Contingency Tables Under the Assumption of Independence 
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Test Statistic for Independence 
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Lecture supplementary material 
MULTINOMIAL DISTRIBUTION GOODNESS OF FIT TEST: A SUMMARY 
1. State the null and alternative hypotheses. 

Ho: The population follows a multinomial distribution with specified probabilities for each of the k 
categories 

Ha: The population does not follow a multinomial distribution with the specified probabilities for each of 
the k categories 

2. Select a random sample and record the observed frequencies fi for each category. 
3. Assume the null hypothesis is true and determine the expected frequency ei in each category by multiplying the 
category probability by the sample size. 
4. Compute the value of the test statistic. 
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5. Rejection rule: 
p-value approach:  Reject Ho if p-value < α 
Critical value approach:  Reject Ho if χ2 > χ2

α 
where α is the level of significance for the test and there are k – 1 degrees of freedom. 
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TEST OF INDEPENDENCE: A SUMMARY 

1. State the null and alternative hypotheses 

Ho: The column variable in independent of the row variable 
Ha: The column variable in not independent of the row variable 

2. Select a random sample and record the observed frequencies for each cell of the contingency table. 

3. Use equation 
( )( )
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eij =  (8.5) to compute the expected frequency for each cell. 

4. Use equation 
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5. Rejection rule: 
p-value approach:   Reject H0 if p-value≤α 

Critical Value Approach:  Reject H0 if 
22
αχχ ≥  

where α is the level of significance, with n rows and m columns providing (n-1)(m-1) degrees of freedom. 
  

POISSON DISTRIBUTION GOODNESS OF FIT 
TEST: A SUMMARY 

1. State the null and alternative hypotheses. 
Ho: The population has a Poisson distribution 
Ha: The population doesn't have Poisson distr. 

2. Select a random sample and 
a. Record the observed frequency ft for each 

 value of the Poisson random variable. 
b. Compute the mean number of occurrences µ. 

3. Compute the expected frequency of occurrences ei for 
each value of the Poisson random variable. Multiply the 
sample size by the Poisson probability of occurrence for 
each value of the Poisson random variable. If there are 
fewer than five expected occurrences for some values, 
combine adjacent values and reduce the number of 
categories as necessary. 
4. Compute the value of the test statistic. 
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5. Rejection rule:  
     p-value approach:  Reject H0 if p-value < a 
     Critical value approach: Reject H0 if χ2 > χ2

α 
where α is the level of significance and there are k – 2 
degrees of freedom. 

NORMAL DISTRIBUTION GOODNESS OF FIT 
TEST: A SUMMARY 

1. State the null and alternative hypotheses. 
    Ho: The population has a normal distribution 
    Ha: The population does not have a normal distribution 
2. Select a random sample and 
 a. Compute the sample mean and sample 
 standard deviation. 
 b. Define intervals of values so that the expected 
 frequency is at least five for each interval. Using 
 equal probability intervals is a good approach. 
 c. Record the observed frequency of data values fi 
 in each interval defined. 
3. Compute the expected number of occurrences ei for 
each interval of values defined in step 2(b). Multiply the 
sample size by the probability of a normal random 
variable being in the interval. 
4. Compute the value of the test statistic. 
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5. Rejection rule: 
     p-value approach: Reject Ho if p-value < a 
     Critical value approach: Reject H0 if  χ2 > χ2

α 
where α is the level of significance and there are k – 3 
degrees of freedom. 

 


