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Outline

Main Figure: the Idea
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Outline

There is no fun discussing the paper without knowing the instrument used 
for data processing and prediction. 

Therefore:
Basics of artificial neural networks (ANN)
- artificial neuron
- feed forward network – FFN (a.k.a multi-layer perceptron MLP) 

Deep neural networks (DNN) and its application in the paper: 
- convolutional networks (CNN)
- recurrent networks (GRN)

Results & Discussion



History: Double “Gartner’s Hype Cycle” 

Artificial Neural Networks
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1980s: The method to train multilayer 
networks (error backpropagation)

Modified from P. O. Glauner https://arxiv.org/abs/1504.06825

1957 Frank Rosenblatt : 
Perceptron – a single neuron 

in ferro

1970, Minsky, 
Papert: Single-layer 

networks are limited!

1999: lack of 
computation power, 
lack of training data, 

gradient decay 
problem for deep nets.

New methods, 
resources and 
BIG industrial 

players



Artificial Neuron – a Simple Processing Unit

Artificial Neural Networks
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ReLU
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Dendrites: inputs

Axon terminal: output

Travel of 
membrane 

depolarization

http://doctorsandhu.com/Neuron/Neuron.shtml

Axon

weights bias



Feed Forward Network (FFN), a.k.a. Multi-layer Perceptron (MLP)

Artificial Neural Networks
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Forward propagation of information

1 layer 2 layers 4 layers

http://playground.tensorflow.org/

Normalized 
data: raw,  
features, 

variables etc.

In classification the 
output is considered 
as probability of a 
class (with softmax)

𝑝 𝑦𝑖 𝑋 =
𝑦𝑖
∑𝑦𝑗



Convolutional Networks

Deep Networks

How to distinguish cats from cancers with FFN ?

256 x 256 pixels, 3 color channels

Inputs:
256 x 256 x 3 

≈ 200 k

Layer 1:
200 k x 100

= 20 M

…
Not feasible !

https://www.intechopen.com/books/visual-cortex-current-status-and-
perspectives/adaptation-and-neuronal-network-in-visual-cortex

Why not to use what was already invented by evolution?  

Visual cortex:

- multi layer organization

- links only between spatially close 
neurons & receptors

- each layer reduces the size => 
extract features

https://www.pinterest.com/pin
/203647214370581827/



Convolutional Networks for Images

Deep Networks

256 x 256 x 3 256 x 256 x L1

8x8 = 64

1. Convolution: 
processing with different 

filters (neurons)

64 x L1 weights

L1 neurons

128 x 128 x L1

2. Pooling: reducing 
dimensionality

(often: max pool)

1 2 8 5

3 4 2 6

9 1 5 4

6 8 7 0

4 8

9 7

L2 L3

64 x 64 x L2 32 x 32 x L3

Classifier:
FFN



Convolutional Networks for Sequences

Deep Networks

Let’s consider a simpler situation: genomic sequence instead of cat photos 
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Recursive Networks: a Simplified Concept

Deep Networks

How about predicting or processing series of data? Speech, music, sequences, etc.

NNx1

x2

x0

y1

Features:
• each neuron keeps in 

memory its state;
• can clear memory;
• can update memory;
• output is based on inputs 

and memory;
• robust in case of missing 

values

http://colah.github.io/posts/2015-08-Understanding-LSTMs/

To combine current inputs and memory management:
Long Short Term Memory - LSTM

It is as “simple” as it sounds… 
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Convolutional Networks for CpG Prediction

Deep Networks

In paper they used FFN followed by simplified LSTM: Gated Recurrent Unit (GRU)

http://colah.github.io/posts/2015-08-Understanding-LSTMs/

This part was not very clear from the paper and 
needed investigation
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Joint Module

Deep Networks
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CpG: GRU

DNA: CNN

Joint module
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Architecture Overview

Results

CpG module
Learns correlations within 
and between cells. 

DNA module
Accounts for sequence 
motifs that can predict 
the methylation state

Joint module
Combines observed neighboring 

methylations and sequence-based 
predictions into final prediction.

Outcomes:
- imputation of missing methylation values
- discovering DNA motifs associated with 

methylation states

Training: chr. 1, 3, 5, 7, 9, 11
Validation (aka “control”): chr. 13-19

Testing: chr. 2, 4, 6, 8, 10, 12



Imputation of Methylation States

Results

18 serum-cultured mouse embryonic stem cells (“Serum”): CpG coverage = 17%, scBS-seq
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Imputation of Methylation States

Results
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Other cells:



Effects of DNA Motifs 

Results
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Q1. Discover methyl-associated motifs
Q2. Investigate the effect of SN mutation

First convolution layer:
128 neurons or “filters”, with 

weights that prioritize some motifs.
=> 128 motifs

1a. Motifs can be found from 1st

layer of DNA module

1b. Motif activity

Averaged output of each 
neuron/filter over all scanned 

position is activity anf

1c. Motif influence on methylation

Pearson correlation between 
activity and predicted 

methylation is a measure of 
influence rft = cor(anf,ynt)

2. Linking changes in sequence to prediction

sn – sequence, d – nucleotide,
i -position of change



PCA of Motifs Activity

Results

18

1. Similar motifs tend to co-

occur in the same sequence 

windows;

2. Two major motif clusters are 

associated with increased or 
decreased methylation levels.

Methyl ↓ Methyl ↑



Activity and Association

Results
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Effect of Mutations on Methylation

Results
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1. Mutations in CG-dense regions tended to have smaller 

effects

2. Mutation in low-methylated region has the strongest

effect. But not discussed. Artefact?



Motifs and Variability between Cells

Results
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Here they used one more 
ANN to distinguish motifs 
that affect variability from 
those that affect 
methylation. 

Let’s skip…

Methylation is 
linked to variance

Hmm.. Isn’t it pure statistics
of Binomial distribution?



And Comments

Summary
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1. DeepCpG accurately predicts missing values of methylation states 

2. It detects sequence motifs that are associated with :
- changes in methylation levels
- cell-to-cell variability.

3. DeepCpG potentially can help studying methylation variability that is 
independent of DNA sequence effects (not in the paper, just stated)

4. Future: integrate multiple-omics data profiled in the same cells using 
parallel-profiling methods

In general – I liked the paper. But it is quite methodologically complex. Some points need 
to be tried manually  in order to be understood. Selection of some hyperparameters stay 
unclear for me… except the preference of authors to powers of 2 (64, 128,256,512) 

Only one discrepacy was found – Fig 1 (CpG module) does not fit to the M&M text.

To discuss: Can we use something similar for our SC RAN-seq data?



scBS-Seq

Appendix I
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scRRBS-Seq

Appendix II
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